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ABSTRACT

Uncertainty exists widely in practical engineering. It is an important challenge in engineering structural analysis. In truss structures, the uncertainties of axial stiffness of bolted joints will significantly affect the mechanical behavior of the structure as the axial load is dominated by the member internal forces. Structural response analysis based on determined structural parameters is a common forward problem that can be solved by modeling analysis methods. However, the uncertainties parameter of axial stiffness of bolted joint cannot be determined during the design and analysis of truss structure in the direct nonlinear analysis method. Structural parameter identification based on structural response is a typical inverse problem in engineering, which is difficult to solve using traditional analysis tools. In this paper, an inverse model based on Graph Neural Network (GNN) is proposed. The feature encoding method for transforming truss structures into graph representations of GNN is defined. A parameterized acquisition method for large-scale datasets is presented, and an innovative inversion model based on GNN for the inversion of uncertain parameters of truss structures is proposed. The proposed method is shown to perform well with an inversion accuracy, and accurate results can be obtained with limited data sets. The inversion method has strong data mining capability and model interpretability, making it a promising direction for exploring engineering structural analysis.
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1. Introduction

Parameter uncertainty is a common problem in practical engineering, which is a significant challenge to the current field of engineering analysis [1-12]. Engineering structures, such as steel buildings [13], bridges [14] and towers [15], are commonly simplified as ideal truss structures. Bolted connections are usually regarded as pin or rigid joints. Recent research indicates that the mechanical behavior of bolted connection has a significant impact on the overall structure as the axial load is dominated by the member’s internal forces. The direct nonlinear analysis method considering joint effects can greatly improve the results which is in accordance with the experimental results very well [16-19]. However, the mechanical behavior of bolted connection is greatly influenced by bolt preload force, processing and manufacturing errors and structural gaps between bolts and bolt holes. There are many uncertainties in the pore structure, interface and load transfer path of bolted connection nodes, which can cause uncertain mechanical behavior of the bolted connection, further complicating the analysis of truss structure. A large number of tower tests and finite element simulations have revealed that the test results of internal forces and nodal displacements deviate greatly from calculated values, mainly because the slip of bolted connections is not taken into account [11,12]. As illustrated in Fig. 1, conventional finite element modeling makes it relatively easy to obtain the response from determined structural parameters (i.e., the forward problem). However, it is quite difficult to obtain the uncertain parameters of the structure affected by the bolted joint slip from the structural response (i.e., the reverse problem). Since structural parameters cannot be determined in advance as the uncertainty of structure parameters, finite element calculations cannot be performed.

Structural parameter identification based on structural response is a typical inverse problem in engineering. The traditional method to solve the inverse problem is the Monte Carlo Simulation, which is widely used in probabilistic analysis and simulates the real behavioral characteristics of the actual problem. However, the uncertainty of bolted connection in truss structures cannot be expressed by a single random variable or random field, and a large number of uncertain parameters leads to difficulties in solving the description methods based on parametric probabilities, which becomes particularly challenging in inversion analysis. Therefore, It is important to put forward more effective methods to resolve the problem of uncertainty analysis and inversion of truss structures.

The inverse problem is a real challenge to solve due to the complexity of practical problems, which makes it difficult to prove the existence, uniqueness, and stability of the solution. The study of inverse problems originated in the
field of mathematics, and has progressed from classical statistical/Bayesian methods\cite{14,15} to cutting-edge deep neural networks\cite{16,17}. The classical statistical/Bayesian method uses probabilistic approaches to establish a probability model based on known measurement data. However, this method is time-consuming and inefficient\cite{18}. With the development of computer technology, neural networks have emerged as a powerful tool for solving inverse problems. The neural network methods have excellent nonlinear fitting ability and good performance in solving inverse problems in various fields\cite{19,20,21,22}. However, for engineering problems, it is challenging to convert the actual structure into input features for the neural network model\cite{23}.

Graph Neural Network (GNN) is a method of applying deep neural networks to graph structure data, which has powerful graph data processing ability, and brings new vitality to various fields\cite{24,25,26}. In recent years, GNN is integrating with the field of physical structure analysis\cite{27}, such as predicting the motion state of objects\cite{28}, and shows great potential in engineering applications. However, there are few studies related to the inversion method of engineering structures based on GNN at present. The truss structure, for example, can be represented by nodes and edges, which correspond naturally to the graph structure data. Therefore, it is easy to establish the correspondence between truss structure parameters and graph structure data, and consider whether it is possible to solve the difficult inverse problems in truss structure based on GNN.

In order to solve the inverse problems of uncertain parameters in truss structures, an innovative computational model based on GNN is studied. This approach will provide significant advances in the field of structural engineering, provide greater design optimization and enhanced safety for engineering structures.

2. Parametric uncertainty model of bolted connections

In practice, most bolted joints in truss structures such as bridges, lattice towers, etc. are suffering from transverse load. Therefore, the load direction of the bolted joint is perpendicular to the axial of the bolt rod (see Fig.2). The joint slippage is the relative displacement of bolted joints, which occurs under the action of a shear load larger than the friction force between the fastened parts\cite{11}. Initially, the shear load in the joint is counteracted by the friction force between the fastened parts, the relative slip does not occur and the clearance between bolt and bolt hole exists. Then, the shear load eventually reaches and exceeds the maximum frictional force between the fastening parts as the external load increases, which will cause relative slip until the available clearance disappears completely. Finally, as the external load is further increased, the bolt will be extruded with the bolt-hole wall, and the bolt-hole wall will experience a complex nonlinear deformation process, which ranges from elastic deformation to plastic deformation and eventual destruction.

\[
\delta = \delta_s + \delta_e
\]

Where \(\delta\) is the deformation of the member, \(\delta_s\) is the sum of the joint slip, \(\delta_e\) is the elastic deformation of the member, \(\delta_s\) is the total deformation of the joint slip, \(\delta_e\) is the bolt clearance, \(\delta_s\) is the deformation at yield, \(F\) is the external load, \(F_y\) is the yield load, \(m, n, a, N\), are the shape parameters of the curve which can be determined from the tensile tests of bolted joints.

However, due to the complexity of the bolt connection slip process, the bolted joint mechanical behavior can be affected by many uncertainties, such as bolt preload force, processing and manufacturing errors and the bolt hole structure, etc. In truss structures, the bolted joint slippage is inevitable as the bolt clamping forces are relatively low, which led to the discrepancy between the test results and simulation results\cite{29,30}. However, these joint slippage effects cannot be determined in advance during the analysis of truss structures because the bolted joint states are not easy to obtain. Most of the currently used truss analysis models ignore the influence of the slip of bolted joints, therefore the member internal forces cannot be accurately obtained.

In order to take joint slippage uncertainties into account, the equivalent reduction method of axial stiffness is adopted. The members in the truss structure are assumed to be in an elastic state during loading. Therefore, the total deformation of the member \(\delta\) is the sum of the joint slip \(\delta_s\) and the elastic deformation \(\delta_e\), expressed as:

\[
\delta = \delta_s + \delta_e
\]

The elastic deformation of the member is determined by

\[
\delta_e = \frac{F}{E\bar{A}}
\]
Where $F$ is the axial force, $l$ is the length of the member, $E$ is the elastic modulus, and $A$ is the cross-sectional area. The axial stiffness of the member is obtained from the formula:

$$K = \frac{F}{\delta} = \frac{EA \delta}{\delta} \frac{l}{l} = \frac{\delta}{\delta} \frac{EA}{l} = \left(1 - \frac{\delta}{\delta}\right) \frac{EA}{l}$$

Let $\eta = 1 - \frac{\delta}{\delta}$, then the axial stiffness is expressed as:

$$K = \eta \frac{EA}{l}$$

(5)

Where $\eta$ is the axial stiffness reduction factor. The uncertainties of the joint slip can be represented by the uncertainties of the axial stiffness reduction factor of the member.

### 3. The inversion method of uncertain parameters

In this paper, the uncertain parameter problem of the truss structure caused by the slip of bolted connections is considered, and an innovative method based on GNN is proposed to solve the uncertain parameters identification problem based on structural response.

#### 3.1. Graph representation of truss structure

In practice, truss structures are commonly represented visually as a graph consisting of nodes and edges. This representation method is exactly similar to GNN, which is also composed of nodes and edges. Therefore, the graph representation can be easily defined as: graph nodes represent the nodal connections (bolted connections) of the truss, and graph edges represent the members of the truss.

In order to illustrate clearly, a basic truss structure is isolated from the whole structure of the lattice transmission tower as shown in Fig.4. The graph structure of GNN is composed of 4 nodes and 6 edges (there are 12 edges if considering the direction of the edge). The boundary conditions assume as nodes 1 and 2 are free, and nodes 3 and 4 are fixed and fully constrained. A horizontal force is loaded on Node 2. In the presented truss structure model, the uncertainty of diagonal members due to bolted joint slippage is considered, while the other members are defined as deterministic parameters. As shown in Fig.4, the red line and blue line are used to represent the difference in member parameters. The node features and edge features inputted in GNN are defined respectively according to the node parameters and edge parameters, which are listed in Table 1.

![Fig. 4 Graph representation of truss structure](image)

#### Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Data type</th>
<th>Feature description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_x$, $C_y$, $x$, $y$, $F_x$, $F_y$, $D_x$, $D_y$</td>
<td>int</td>
<td>The constraint of the node in the x direction. 0 represents no constraints, and 1 represents constraints. The constraint of the node in the y direction. 0 represents no constraints, and 1 represents constraints. Node coordinate in the x direction (m). Node coordinate in the y direction (m). Node force in the x direction (N). Node force in the y direction (N). Node displacement in the x direction (m). Node displacement in the y direction (m).</td>
</tr>
<tr>
<td>$T$, $E$, $\eta$, $A$, $I$</td>
<td>int</td>
<td>Member type. 0 represents the beam, and 1 represents the rod. Elastic modulus of member (Pa). Stiffness reduction factor. Randomly obtained within [0, 1]. The cross-sectional area of member (m²). Cross-sectional moment of inertia (m⁴).</td>
</tr>
</tbody>
</table>

#### 3.2. Parametrized acquisition of datasets

Considering the high cost of experiments, it is generally difficult to obtain enough experimental datasets of engineering structures. Therefore, numerical simulation methods were used to obtain datasets required for the training of GNN in this paper. The uncertainties of truss structure caused by joint slip can be represented by the uncertainties of the axial stiffness reduction factor of the member, which is assumed to be randomly varied in the range of [0, 1]. The large datasets of deterministic structural parameters can be acquired by random sampling of axial stiffness reduction factor $\eta$. The node displacements can be obtained through finite element simulation to generate the required datasets for the training of GNN. The datasets acquisition process is shown in Fig. 5.
Commonly used parameter units, such as modulus of elasticity (GPa), area (mm²), and length (mm), need to be converted to international standard units, which leads to great differences in quantitative value. In order to avoid the effect of inconsistent parameter units on feature weights, the feature parameters are normalized as follows:

\[
X_{\text{norm}} = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}
\]

### 3.3. The Inversion Model Based GNN

The member internal forces commonly need to be determined by the response of the truss structure in engineering. This problem can be easily conquered by the Finite Element Analysis method (FEA method) for the deterministic analysis model whether it is linear or non-linear. However, the traditional FEA method cannot be effectively solved if the structural parameters are uncertain. This parametric inversion can be challenged based on GNN.

GNN is the method designed to apply deep neural networks to graph-structured data. Compared with general neural networks, GNN can not only deal with non-Euclidean graph structure data but also capture the correlation between adjacent nodes, with strong graph feature mapping capabilities. GNN is a feature learning process on graphs, taking node features and graph structure as input and a new set of node features as output. This process can be expressed as

\[
X_{\text{out}} = \phi(A, X_{\text{in}})
\]

where \(A\) is the adjacency matrix expressing the graph structure, \(X_{\text{in}}\) and \(X_{\text{out}}\) are the input features and output features respectively, and \(\phi\) is the operator. Importantly, this process only changes the features, not the graph structure.

The framework of the GNN-based inversion model is illustrated in Fig. 6.

The general engineering structural parameters cannot be used as the input of the GNN, so the truss structure parameters need to be preprocessed and transformed into graph structure data according to the graph representation method proposed in the previous paper. Then the adjacency matrix \(A\) and node features \(X\) representing the graph structure data are taken as inputs, and the adjacent node features are aggregated and updated through multiple message passing networks. In order to better mine relevant features and alleviate the overfitting problem, the ReLU activation function is used. The function expression is as follows:

\[
\text{ReLU}(x) = \max(0, x)
\]

Finally, a new set of node features is output for parameter inversion. It should be noted that the graph structure can be any spatial structure, and both the edge features and graph features can be included in the input node features. Therefore, the presented inversion model is appropriate for any other truss structure analysis.

The critical process of GNN is the design of the message passing layer. A message passing layer consists of three update operators: edge update, node update, and global update. In the following description, \(r\) represents the graph features, \(v\) represents the node features and \(e\) represents the edge features.
During the edge update step, the edge update function $\phi'$ generates new edge features by computing graph features, adjacent node features and edge features. The edge update can be expressed as:

$$e' = \phi'(e, v, u)$$

(9)

In the node update step, it is necessary to aggregate the adjacent edge features of each node through an aggregation function $\rho^{-\infty}$ as each node may have multiple edges. Then node update function $\phi''$ generates new node features by computing graph features, own node features and aggregated edge features. The node update can be expressed as:

$$v' = \phi''(\rho^{-\infty}(e'), v, u)$$

(10)

In the global update step, edge features are aggregated globally through aggregation functions $\rho^{-\infty}$, and node features are aggregated globally through aggregation functions $\rho^{-\infty}$ according to specific global problems. Then global update function $\phi'''$ generates new graph features by computing graph features, aggregated node features and aggregated edge features. The global update can be expressed as:

$$u' = \phi'''(\rho^{-\infty}(e'), \rho^{-\infty}(v'), u)$$

(11)

For the inverse problems of uncertain parameters for truss structure, it can be seen that member axial stiffness parameters belong to edge features, and node displacement parameters belong to node features. Therefore, the message passing in the truss structure only occurs between node and edge features, and the global update is unnecessary. In the edge update step, the features of each edge are updated by a multilayer perceptron (MLP) network. The adjacent node features and the original edge features are spliced as the input, and the new edge features are obtained as the output. It should be noted that the new node feature dimension is consistent with the original node feature dimension to ensure that the new node feature can be used as input again. In the node update step, the MLP network is also used to update each node. The difference is that edge feature aggregation steps need to be added in the update. Here the SUM aggregation function is used to aggregate all edge features connected to the same node. The message passing layer constructed is illustrated in Fig. 7. It should be noted that in the message passing layer, the update function $\phi$ needs to be trained and learned, and the aggregation function $\rho$ is selected independently.

For simple truss inversion analysis, parameter inversion can be achieved by using a single message passing layer. It should be noted that for GNN models, the over-smoothing problem can lead to degradation of the model performance as the number of message passing layers increases.

Fig. 7 The message passing mechanism

3.4. Model training and optimization

In GNNs training, the input datasets are shuffled to avoid the influence of the order of input datasets on feature learning. The Adam optimizer is selected for training. The inversion problem studied in this paper is to obtain the member stiffness and inner forces parameters from the node displacement response parameters. Therefore, the elastic modulus parameters in the edge features need to be initialized to 0 in the input features, while the actual elastic modulus parameters are used as the target labels. The inversion error is defined as follows:

$$E_{error} = \sqrt{\frac{\sum (E_{out} - E_{target})^2}{n}} \times 100\%$$

(12)

Where $E_{out}$ is the output stiffness parameters of the inversion model, $E_{target}$ is the actual stiffness parameters, and $n$ is the number of the output stiffness parameters.

3.5. Case study

In order to validate the computational effectiveness of the inverse model presented in this paper, the numerical tests of a basic planar truss structure are analyzed as shown in Fig. 4. The implementation steps are as follows:

(1) Graph representation of the truss structure

The graphical representation of the truss structure studied in this paper is shown in Fig. 8, the geometry and physics parameters of the truss structure are listed in Table 2, and the defined features of the corresponding graph structure are listed in Table 3.
The inverse model is constructed according to Fig. 6, and the message passing network is constructed according to Fig. 7. The input features of the network are first preprocessed by initializing the stiffness feature in the edge features to 0, while the stiffness true values are used as the target label. The input features are the preprocessed node features and edge features:

\[
\begin{align*}
Sv^{(1)} &= \phi' \left( Se^{(0)}, Sv^{(0)} \right) \\
Sv^{(2)} &= \phi' \left( Sv^{(1)} \right) \\
Se^{(1)} &= \phi' \left( Se^{(0)}, Sv^{(1)} \right) \\
Se^{(2)} &= \phi' \left( Se^{(1)}, Sv^{(2)} \right)
\end{align*}
\]  

(14)

The updated edge features are then passed through a linear transformation layer to obtain the final output

\[
Se_{out} = \text{Linear} \left( Sv^{(2)} \right) = \left[ T^{(2)}, E_{out}, A^{(2)}, I^{(2)} \right]
\]  

(15)

(4) Model training and optimization

The model optimization uses Adam Optimizer with an initial learning rate of 1×10^{-5}, and the learning rate decreases with the training epoch. The output error is calculated by Equation (12). To reduce the hardware requirements for inversion training, this training was performed using only an i5-10400 CPU. Finally, the model parameters are optimized by the back propagation algorithm until the model results meet the requirements.

The convergence of different data sets during the training process is shown in Fig. 9. It can be seen in the figure that the model converges rapidly during the training process, and the inversion accuracy is stable at about 99%. In particular, the model training accuracy is higher than 0.978 as can be seen in the local enlargement of the first 50 epochs, and the model has a good inversion performance with less training volume. Therefore, the inversion results fully satisfy the engineering calculation requirements.

(2) Parametric acquisition of datasets

In order to meet the characteristics of difficult data acquisition in engineering practice, 1000 sets of numerical simulation datasets are obtained according to the computational flow shown in Fig. 5. To avoid the effect of inconsistent parameter units on feature weights, the features are normalized by Equation (6) and then involved in the GNN model training. To ensure the efficiency of the training process and the correctness and accuracy of the training results, the datasets are divided into training sets, test sets and validation sets in the ratio of 8:1:1.

(3) Construction of GNN-based inversion model

The inverse model contains two message passing layers, and then the edge features are output through a linear transformation layer. In the message passing layer, the message passing is realized through edge update and node update in turn. The update process is as follows:

\[
Sv^{(1)} = \phi' \left( Se^{(0)}, Sv^{(0)} \right) \\
Sv^{(2)} = \phi' \left( Sv^{(1)} \right) \\
Se^{(1)} = \phi' \left( Se^{(0)}, Sv^{(1)} \right) \\
Se^{(2)} = \phi' \left( Se^{(1)}, Sv^{(2)} \right)
\]  

(14)

The convergence of different data sets during the training process is shown in Fig. 9. It can be seen in the figure that the model converges rapidly during the training process, and the inversion accuracy is stable at about 99%. In particular, the model training accuracy is higher than 0.978 as can be seen in the local enlargement of the first 50 epochs, and the model has a good inversion performance with less training volume. Therefore, the inversion results fully satisfy the engineering calculation requirements.

![Fig. 8 Graphical representation of the studied trusses](image)

![Fig. 9 The convergence curves of different datasets](image)

### Table 2

<table>
<thead>
<tr>
<th>Feature</th>
<th>Feature description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sv1</td>
<td>[0, 0, 0, 0, 0, Dx', Dy']</td>
</tr>
<tr>
<td>Sv2</td>
<td>[0, 0, 0, 1, 0, Fx', Dy']</td>
</tr>
<tr>
<td>Sv3</td>
<td>[1, 0, 0, 0, 0, Dx', Dy']</td>
</tr>
<tr>
<td>Sv4</td>
<td>[1, 1, 0, 0, 0, Dx', Dy']</td>
</tr>
</tbody>
</table>

| Table 3

<table>
<thead>
<tr>
<th>Feature number</th>
<th>Feature description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sv1</td>
<td>[0, 0, 0, 0, 0, Dx', Dy']</td>
</tr>
<tr>
<td>Sv2</td>
<td>[0, 0, 1, 0, 0, Fx', Dy']</td>
</tr>
<tr>
<td>Sv3</td>
<td>[1, 0, 0, 0, 0, Dx', Dy']</td>
</tr>
<tr>
<td>Sv4</td>
<td>[1, 1, 0, 0, 0, Dx', Dy']</td>
</tr>
<tr>
<td>Se1</td>
<td>[0, 0, 0, E, A, I]</td>
</tr>
<tr>
<td>Se2</td>
<td>[0, 0, 1, E, A, I]</td>
</tr>
<tr>
<td>Se3</td>
<td>[1, 0, E, A, I]</td>
</tr>
<tr>
<td>Se4</td>
<td>[1, 1, E, A, I]</td>
</tr>
<tr>
<td>Se5</td>
<td>[0, 0, E, A, I]</td>
</tr>
</tbody>
</table>

### Table 3

The defined features of graph structure

<table>
<thead>
<tr>
<th>Feature number</th>
<th>Feature description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sv1</td>
<td>[0, 0, 0, 0, 0, Dx', Dy']</td>
</tr>
<tr>
<td>Sv2</td>
<td>[0, 0, 0, 1, 0, Fx', Dy']</td>
</tr>
<tr>
<td>Sv3</td>
<td>[1, 0, 0, 0, 0, Dx', Dy']</td>
</tr>
<tr>
<td>Sv4</td>
<td>[1, 1, 0, 0, 0, Dx', Dy']</td>
</tr>
<tr>
<td>Se1</td>
<td>[0, 0, 0, E, A, I]</td>
</tr>
<tr>
<td>Se2</td>
<td>[0, 0, 1, E, A, I]</td>
</tr>
<tr>
<td>Se3</td>
<td>[1, 0, E, A, I]</td>
</tr>
<tr>
<td>Se4</td>
<td>[1, 1, E, A, I]</td>
</tr>
<tr>
<td>Se5</td>
<td>[0, 0, E, A, I]</td>
</tr>
</tbody>
</table>
4. Discussion

4.1. Performance of inversion model

In order to study the performance of the inversion model, the GNN model trained over 200 epochs is used to solve the inverse problem of uncertain stiffness of the truss structure. Since the graph structure in the GNN considers the direction of edges, the final result of the edge stiffness values is obtained by averaging the stiffness values of two directions on the same edge. The inversion results of member Se₁ (see Fig. 8) are shown in Fig. 10, the inversion results of member Se₄ are illustrated in Fig. 11, and the inversion results of the other members are illustrated in Fig. 12. The stiffness of the member is calculated according to the following formula:

$$ S = \frac{EA}{L} $$

(16)

The relative error is calculated according to the formula:

$$ RE = \left| \frac{S_{\text{target}} - S_{\text{inverse}}}{S_{\text{inverse}}} \right| \times 100\% $$

(17)

![Fig. 10 Inversion results of member Se₁](image1)

![Fig. 11 Inversion results of member Se₄](image2)

![Fig. 12 Inversion results of other members](image3)
As can be seen in Fig. 10(a) and Fig. 11(a), the red line represents the normalized target value, the ball represents the normalized inversion output, and the colors of the ball represent the error range between the output and the target. The relative error in Fig. 10(b) and Fig. 11(b) is obtained from Equation (16). In Fig. 12(a), the inversion results of 100 datasets are indicated by different symbols and colors. The colors represent the error range of the inversion results. In Fig. 12(b), the relative error and error accumulation results of the inversion are illustrated.

It can be seen in Fig.10(a) and Fig.11(a) that the inverse stiffness results are almost in a straight line with the real stiffness, and the relative error is basically within 1%, which proves that the model achieves the stiffness inversion of the truss structure with good results. As can be seen in Fig. 10(b) and Fig. 11(b), the overall inversion error of the inversion model is very small, with only a few outliers with relative errors greater than 1%, which occurs when the member stiffness values close to 0 or 1. In addition, the inversion accuracy of the model is significantly higher in the moderate stiffness (between 0 and 1), which commonly represent semi-rigid in structure analysis. Since most of the member stiffness reduced due to bolt slip in the actual engineering structure is in the range of 0.3-0.5, this inversion model will perform better in practical engineering applications.

As can be seen in Fig.12, the inversion errors of most of the other members are within 0.2%, which is much smaller than the inversion errors of members $S_{e1}$ and $S_{e4}$. It proves that the inversion of the fixed stiffness parameter is better than that of the variable stiffness parameter. However, there are also outliers in the stiffness inversion results, which are caused by the extreme stiffness of members $S_{e2}$ and $S_{e3}$.

In conclusion, the inversion model based on GNN can complete the inversion of the uncertain stiffness parameters of the truss structure with high precision, which meets the requirement of engineering accuracy. Meanwhile, the presented model performs better when member stiffness is moderate in actual structural parameters.

4.2. Data requirements of the inversion model

In many engineering problems, there is a lack of experimental data due to technical or economic reasons. Therefore, it is necessary to reduce the number of datasets needed for training and to improve the generality of the model. For this purpose, training datasets of size $N=100,200,400,800$ are studied for model training. The 100 sets of displacement-stiffness datasets are randomly obtained as the validation datasets. During the training process, the inversion accuracy of the validation set with different datasets sizes is shown in Fig. 13. The inversion error of the model trained over 200 epochs for different datasets is shown in Table 4.

![Fig. 13 The inversion accuracy of different training dataset sizes](image)

As can be seen in Table 4, when $N=100$, the training data set is insufficient in this simple truss structure. The inversion error of the test set and validation set is larger than the training set, and the inversion error is around 10%. However, when $N=200$, the inversion error of the test and validation sets is smaller than the training set, which indicates that the model has learned the mapping relationship of truss structure inversion. Compared with $N=400$ and $N=800$, the inversion error of the validation set decreases from 0.62% to 0.43%, and the inversion performance of the model does not improve significantly, but the training time increases and resources are wasted. In summary, the inversion method of uncertain parameters for truss structure based on GNN requires a smaller dataset size and is more suitable for difficult data acquisition in engineering.

4.3. Integration of inversion method with engineering applications

There are various uncertain factors in practical engineering. In order to accurately analyze and solve engineering problems, various uncertainties need to be considered. It will become very difficult to solve the inverse problem by traditional analysis methods with the increase of uncertain factors. While these problems can be easily solved by the inversion method proposed in this paper. This is because all uncertainty factors can correspond to the features of the graph structure. For example, the uncertainty of the structure itself corresponds to the node features and edge features, while the external uncertainty factors correspond to the graph features. In the inversion method of uncertain

<table>
<thead>
<tr>
<th>Table 4 The inversion error for different datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>training data sizes</td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>$N=100$</td>
</tr>
<tr>
<td>$N=200$</td>
</tr>
<tr>
<td>$N=400$</td>
</tr>
<tr>
<td>$N=800$</td>
</tr>
</tbody>
</table>

It can be seen in Fig. 13 that the inversion accuracy curves for different training dataset sizes increase rapidly within the first 50 epochs, which indicates that the inversion method is effective for different training dataset sizes. As the size of datasets increases, the accuracy can be improved in stages. Therefore, the more data, the faster the training speed, and the better the performance. It also can be found that the size of the training datasets has less impact on the degree of accuracy improvement when the accuracy is higher than 99%. For example, when the dataset size increases from 100 to 200, the inversion error decreases from 8.60% to 1.17%. When the size of the dataset increases from 200 to 400, the inversion error only decreases from 1.17% to 0.62%. The relationship between inversion error (IE) and dataset sizes $N$ is approximately $IE=\frac{1}{N^4}$. Therefore, a suitable dataset size can be obtained by pre-training to avoid wasting resources due to too little training data or too much data in the project.

Zhang Qi, Wang et al.
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parameter based GNN, the study of multiple uncertainties corresponds to the study of the mapping relationship of multiple features. To verify the feasibility of simultaneous inversion of multiple uncertain parameters, uncertain axial force features were added to the original graphical neural network model. It is shown that the model can realize the simultaneous inversion of nodal displacements on axial force and stiffness parameters, but the inversion accuracy will decline. It will be a further research direction to solve the inversion problem of multiple uncertain factors in specific engineering problems.

On the other hand, the actual engineering structure is more complex than the simple truss structure studied in this paper. The more complex the structure is, the more difficult it is to analyze by traditional finite element methods. However, this problem can be perfectly solved by the inversion method, due to the powerful ability of GNN to process graph data. In GNN models, complex structures only increase the number of nodes and edges, corresponding to increasing the dimension of node features and edge features. Therefore, the inversion method can be applied to all kinds of complex space structures.

5. Conclusions

The inverse problem in engineering has been extensively studied, but remains challenging to fully solve. However, with the integration of machine learning and engineering, the GNN method offers a promising solution to the inverse problem. The inversion method proposed in this paper not only allows for easy integration of the network model with the structural model but also significantly improves the accuracy and efficiency of the inversion of uncertain parameters. The main conclusions are as follows:

(1) The feature encoding method for converting truss structure to graph representation of GNN is defined. The connection relations, dimensional parameters, material properties and constraints of the truss structure are encoded as graph feature expressions, and the mapping conversion between truss structural analysis and GNN graph representation is realized.

(2) The inversion model proposed in this study effectively identified the uncertain parameters of the truss structure, which considers the effect of bolt slip on the uncertain stiffness parameters and uses the structural displacement response for inversion. The accuracy can meet the requirement of engineering.

(3) The inversion method based on GNN requires fewer data, which is suitable for the characteristics of difficult data acquisition in engineering, and it also has good inversion performance with the limited data set.

(4) The inversion method has great potential for application in engineering analysis and further research value in the combination of engineering analysis, which will become a new direction for exploring engineering structural analysis methods.
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